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MOTIVATION
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• Commercial supersonic flight 
banned over the US because of 
objectionable sonic boom

• Hope to overturn this with 
demonstrably quiet aircraft (e.g. 
QueSST/LBFD)

• CFD tools are a major 
contributor to design efforts 

• Sonic Boom Prediction Workshops
• (2008) NASA FAP SBPW
• (2014) AIAA SBPW1
➡(2017) AIAA SBPW2
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SONIC BOOM PHYSICS
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Sound heard

Sound generated

“Ray Path”:  
 path of the 
wave front

 π  – µ
2

µ = sin�1

✓
1

M1

◆ Refraction through 
atmosphere with 
speed of sound
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Free Polar G
raph Paper from

 http://incom
petech.com

/graphpaper/polar/

BOOM CARPETS
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Track Width (70+ miles!)

� = off-track angle

r = radiusAltitude 
(~10 miles)
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SONIC BOOM PREDICTION

5

Nearfield 
3D effects (aircraft shape and plume)

Use CFD

Ground Signal

CFD Domain

Near-field
Signal

Altitude Atmospheric
Propagation

Propagation 
Atmospheric variability

Absorption
Use quasi-1D PDE

(~10 miles)
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OUTLINE
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• Workshop Results 

• Nearfield (2/4 cases) 

• Propagation 

• Full Vehicle-to-Boom 
Simulation Path 

• Conclusions

AIAA PAPER 2017-3255

ALL REQUIRED AND OPTIONAL 
CASES FROM BOTH WORKSHOPS



GRA CART3D SIMULATIONS FOR THE 2ND AIAA SONIC BOOM PREDICTION WORKSHOP 7 SEPTEMBER 2017

 

NEARFIELD CASES

7

AXIE
JWB

C25F

ALL CASES:
MACH 1.6 
Altitude: 15.76 km 
(~52K feet)

C25P
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NEARFIELD CASES

8

AXIE
JWB

C25F

ALL CASES:
MACH 1.6 
Altitude: 15.76 km 
(~52K feet)

C25P

Today
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OUTLINE
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‣ Nearfield Workshop — Cart3D 

- Meshing approach — Mach Alignment + Adaptation
- Boom Carpets — Azimuthal Alignment
- Results for Cases 1 and 4
- Local Error Analysis 

• Propagation Workshop 

• Full Vehicle-to-Boom Simulation Path 

• Conclusions
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CFD AND MESHING

10

GRA
CART3D SIMULATIONS FOR THE 2ND AIAA SONIC BOOM PREDICTION WORKSHOP

7 JANUARY 201
7

/??16

Ground Signal

CFD Domain

Near-field
Signal

Altitude Atmospheric
Propagation

Off-body  
pressure 
signature
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CFD AND MESHING
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Automatic Meshing 
‣ Multilevel Cartesian mesh with embedded boundaries
‣ Handles arbitrarily complex vehicle shapes

Error Estimation and Goal-Oriented Mesh Adaptation 
‣ Discretization error estimates computed via method of adjoint-

weighted residuals
‣ Mesh automatically refined in locations with most impact on 

signatures

Flow Solver — Cart3D v1.5
‣ Steady, inviscid flow
‣ 2nd-order upwind method
‣ Multigrid acceleration
‣ Domain decomposition — highly scalable
‣ For this work: Barth-Jespersen limiter

GRA
CART3D SIMULATIONS FOR THE 2ND AIAA SONIC BOOM PREDICTION WORKSHOP

7 JANUARY 201
7

/??16

Ground Signal

CFD Domain

Near-field
Signal

Altitude Atmospheric
Propagation

Off-body  
pressure 
signature
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MESHING
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µ = sin�1

✓
1

M1

◆
+ 0.5�

Offset to avoid 
“sonic glitch”

AXIE

Basic Meshing Approach: 
1. Rotate mesh very close to the Mach angle
2. Stretch in the principal propagation direction
3. Adapt mesh to resolve line sensor outputs  

(method of adjoint-weighted residuals)located at specified distances and azimuths from the body. At each extraction location, we add a term
comprised of a weighted integration of squared-pressure along the sensor:

Jr =

Z L

0

w(`)

✓
p(`) � p1

p1

◆2

d` (3)

The local weight profile along the sensor, w(`), allows di↵erent segments of the signature to be emphasized
or de-emphasized. All sensor functionals are then linearly combined into a scalar adaptation functional:

J =
X

r

wrJr (4)

Although a significant portion of the mesh refinement required by closer sensors overlaps with regions also
needed for farther sensors (which is why it is worthwhile to compute them with a single mesh), this overlap
is not complete. To accurately resolve signatures at closer distances, they must appear explicitly in the
adaptation functional. Note that because we split the o↵-track angles into separate meshes, there is no need
for azimuthal weighting.

Our investigations indicate that the computed signatures are not excessively sensitive to the adaptation
weights w(`) and wr. In many cases, however, custom weighting can be beneficial, although it is challenging
to do so in a principled manner. The specific weights used for each case in sbpw2 are based on experience,
not on formal optimality, but we use a few principles, which are summarized below.
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Figure 5: Top: Fine-mesh signatures at two distances for the axie

case. Bottom: Local unweighted contributions per unit length to the
adaptation functional

Weights can serve at least three dis-
tinct purposes. One is to balance the rel-
ative magnitude of each term. Due to
the form of Equation (3), regions with a
locally greater magnitude of p � p1 con-
tribute more to the functional. Figure 5
shows how the natural 1/

p
r decay in pres-

sure magnitude greatly reduces the contri-
bution of farther o↵-body sensors to the
total. To counteract this, we typically set
wr proportionally higher for farther sen-
sors. Similarly, near the front of each sig-
nature, the thin nose generates very small
pressure variations, which leads to those
regions being naturally de-emphasized in
the functional. To help capture the initial
pressure rise we often apply larger weights
w(`) near the beginning of each sensor.

A second purpose of weights is to
assign a relative “importance” to each
sensor and each location along the sen-
sor. For example, for the workshop
cases, we generally weight farther sensors
about 10⇥ stronger than the nearest ones
(i.e. even more than the 1/r correction),
to reflect the view that the farthest o↵-
body signatures are more appropriate in-
puts for propagating to the ground. This
approach is necessarily subjective. The integrated functionals Jr have little direct engineering significance,
and are only weakly correlated with the presence and sharpness of pressure fluctuations, and poorly correlated
with ground noise.

Finally, weights can help accelerate the mesh adaptation process. By encoding information based on prior
experience with a particular problem, the user may avoid a sometimes lengthy discovery process whereby
certain physical features are not discovered until much finer meshes. We often apply this type of weighting
to thin geometry regions (e.g. the nose) to more quickly resolve the vehicle shape.
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M1 = 1.6
↵ = 0�

r/L = 1

r/L = 3

r/L = 5

Level 0 mesh 
22K cells
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ADAPTATION
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M1 = 1.6
↵ = 0�
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ADAPTATION
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M1 = 1.6
↵ = 0�

Adapt 08 mesh 
26M cells
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ADAPTATION

15

M1 = 1.6
↵ = 0�

Adapt 08 mesh 
26M cells

Adjoint Discretization 
Error Indicator
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AXIE — SIGNALS
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AXIE — SIGNALS
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Figure 2: Models for the nearfield portion of the Second aiaa Sonic Boom Prediction Workshop. From left to

right: I. Axie, an axisymmetric body; II. Jwb, the Jaxa wing–body; III. C25f, the Nasa Concept 25D model with
flow-through nacelle; IV. C25p, Concept 25D with powered engine.

II. Approach and Numerical Methods

By convention, we use the cylindrical coordinate frame illustrated in Figure 3, with the origin located at
the vehicle nose. The streamwise coordinate, x, is aligned with the nominal flight path, and runs aft from
x = 0 at the nose. x is roughly the distance along the vehicle’s longitudinal axis, except that the angle of
attack ↵ is built into the geometry. r denotes the radial distance from the x-axis, and is often normalized
by a reference length L. The cylindrical coordinate frame’s azimuthal angle � is conventionally called the
“o↵-track” angle, with “on-track” indicating � = 0�, i.e. directly below the flight path. It is convenient to
express distances along each sensor in normalized form:7

⌧ =
1

L

(x � r�) (1)

with � =
p

M

2
1 � 1. Thus ⌧ = 0 lies on the Mach cone originating from the geometry nose (assumed to be

at the origin), with half-angle µ = sin�1(1/M1). At one reference length L further along the sensor, ⌧ = 1.

µ = sin

�1

✓
1

M1

◆
+ 0.5�

x

r

L

⌧ = 1
⌧

O
n-
tr
ac
k

�

r

Figure 3: Coordinate frame and notation used for defining sensor locations
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BOOM CARPETS

18

50°

20°
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10° 0
(on-track)

� = off-track angle

L
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Boom Carpets
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BOOM CARPETS WITH MONOLITHIC MESH
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SBPW1 (2014) 
30 sensors

aircraft

� =
r =

50°

20°
30°

40°

10° 0

L

3L

5L

Compute entire carpet  
 in a single Cartesian mesh

‣ Off-track angles are misaligned
‣ Aspect ratio is constrained high cell-counts



GRA CART3D SIMULATIONS FOR THE 2ND AIAA SONIC BOOM PREDICTION WORKSHOP 7 SEPTEMBER 2017

DECOMPOSING BOOM CARPETS
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Use independent meshes 
each rotated to off-track angle
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DECOMPOSING BOOM CARPETS
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Use independent meshes 
each rotated to off-track angle
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DECOMPOSING BOOM CARPETS
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Use independent meshes 
each rotated to off-track angle
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‣ higher stretching 

‣ Simultaneous computation of off-track angles in carpet

SBPW2 
6 independent 
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NEARFIELD CASES

23

AXIE
JWB

C25F

ALL CASES:
MACH 1.6 
Altitude: 15.76 km 
(~52K feet)

C25P
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CONCEPT 25D

POWERED VARIANT (C25P)

Flight Conditions
Mach 1.6
α = 3.375°

Plug nozzleInlet Conditions
p

p1
= 3.26

Plenum Conditions

Tt

T1
= 7.87

pt
p1

= 14.54

Contoured tail bulb
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C25P — SOLUTION ⇢/⇢1

Density 

On-track mesh  
(~35M cells)
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Pressure Coefficient 
C25P — SOLUTION

On-track mesh  
(~35M cells)
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Each off-track angle — 35M cell mesh: 4hr 30min on 28 cores
Includes flow solution + all meshing, adjoint solutions, error estimation, etc.
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Adjoint: Is the integrated functional 
converging asymptotically? 
‣ Non-intuitive units on error

ASSESSING MESH CONVERGENCE
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located at specified distances and azimuths from the body. At each extraction location, we add a term
comprised of a weighted integration of squared-pressure along the sensor:

Jr =

Z L

0

w(`)

✓
p(`) � p1

p1

◆2

d` (3)

The local weight profile along the sensor, w(`), allows di↵erent segments of the signature to be emphasized
or de-emphasized. All sensor functionals are then linearly combined into a scalar adaptation functional:

J =
X

r

wrJr (4)

Although a significant portion of the mesh refinement required by closer sensors overlaps with regions also
needed for farther sensors (which is why it is worthwhile to compute them with a single mesh), this overlap
is not complete. To accurately resolve signatures at closer distances, they must appear explicitly in the
adaptation functional. Note that because we split the o↵-track angles into separate meshes, there is no need
for azimuthal weighting.

Our investigations indicate that the computed signatures are not excessively sensitive to the adaptation
weights w(`) and wr. In many cases, however, custom weighting can be beneficial, although it is challenging
to do so in a principled manner. The specific weights used for each case in sbpw2 are based on experience,
not on formal optimality, but we use a few principles, which are summarized below.
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Figure 5: Top: Fine-mesh signatures at two distances for the axie

case. Bottom: Local unweighted contributions per unit length to the
adaptation functional

Weights can serve at least three dis-
tinct purposes. One is to balance the rel-
ative magnitude of each term. Due to
the form of Equation (3), regions with a
locally greater magnitude of p � p1 con-
tribute more to the functional. Figure 5
shows how the natural 1/

p
r decay in pres-

sure magnitude greatly reduces the contri-
bution of farther o↵-body sensors to the
total. To counteract this, we typically set
wr proportionally higher for farther sen-
sors. Similarly, near the front of each sig-
nature, the thin nose generates very small
pressure variations, which leads to those
regions being naturally de-emphasized in
the functional. To help capture the initial
pressure rise we often apply larger weights
w(`) near the beginning of each sensor.

A second purpose of weights is to
assign a relative “importance” to each
sensor and each location along the sen-
sor. For example, for the workshop
cases, we generally weight farther sensors
about 10⇥ stronger than the nearest ones
(i.e. even more than the 1/r correction),
to reflect the view that the farthest o↵-
body signatures are more appropriate in-
puts for propagating to the ground. This
approach is necessarily subjective. The integrated functionals Jr have little direct engineering significance,
and are only weakly correlated with the presence and sharpness of pressure fluctuations, and poorly correlated
with ground noise.

Finally, weights can help accelerate the mesh adaptation process. By encoding information based on prior
experience with a particular problem, the user may avoid a sometimes lengthy discovery process whereby
certain physical features are not discovered until much finer meshes. We often apply this type of weighting
to thin geometry regions (e.g. the nose) to more quickly resolve the vehicle shape.
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located at specified distances and azimuths from the body. At each extraction location, we add a term
comprised of a weighted integration of squared-pressure along the sensor:

Jr =

Z L
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w(`)

✓
p(`) � p1

p1

◆2

d` (3)

The local weight profile along the sensor, w(`), allows di↵erent segments of the signature to be emphasized
or de-emphasized. All sensor functionals are then linearly combined into a scalar adaptation functional:

J =
X

r

wrJr (4)

Although a significant portion of the mesh refinement required by closer sensors overlaps with regions also
needed for farther sensors (which is why it is worthwhile to compute them with a single mesh), this overlap
is not complete. To accurately resolve signatures at closer distances, they must appear explicitly in the
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not on formal optimality, but we use a few principles, which are summarized below.
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ative magnitude of each term. Due to
the form of Equation (3), regions with a
locally greater magnitude of p � p1 con-
tribute more to the functional. Figure 5
shows how the natural 1/

p
r decay in pres-

sure magnitude greatly reduces the contri-
bution of farther o↵-body sensors to the
total. To counteract this, we typically set
wr proportionally higher for farther sen-
sors. Similarly, near the front of each sig-
nature, the thin nose generates very small
pressure variations, which leads to those
regions being naturally de-emphasized in
the functional. To help capture the initial
pressure rise we often apply larger weights
w(`) near the beginning of each sensor.

A second purpose of weights is to
assign a relative “importance” to each
sensor and each location along the sen-
sor. For example, for the workshop
cases, we generally weight farther sensors
about 10⇥ stronger than the nearest ones
(i.e. even more than the 1/r correction),
to reflect the view that the farthest o↵-
body signatures are more appropriate in-
puts for propagating to the ground. This
approach is necessarily subjective. The integrated functionals Jr have little direct engineering significance,
and are only weakly correlated with the presence and sharpness of pressure fluctuations, and poorly correlated
with ground noise.

Finally, weights can help accelerate the mesh adaptation process. By encoding information based on prior
experience with a particular problem, the user may avoid a sometimes lengthy discovery process whereby
certain physical features are not discovered until much finer meshes. We often apply this type of weighting
to thin geometry regions (e.g. the nose) to more quickly resolve the vehicle shape.
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Figure 10. AXIE signature computed on fine grids plotted with discretization error estimates (R = 5).
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Figure 10. AXIE signature computed on fine grids plotted with discretization error estimates (R = 5).
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✓ Nearfield Workshop 

‣ Propagation Workshop — sBOOM 

- Numerical approach 

- Propagation Results 

• Full Vehicle-to-Boom Simulation Path 

• Conclusions
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sBOOM  
1. Ray-tracing
2. Quasi-1D, augmented Burgers’ equation

ATMOSPHERIC PROPAGATION WITH SBOOM
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(2011) Rallabhandi, “Advanced Sonic Boom Prediction 
Using the Augmented Burgers Equation”
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sBOOM  
1. Ray-tracing
2. Quasi-1D, augmented Burgers’ equation
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(2011) Rallabhandi, “Advanced Sonic Boom Prediction 
Using the Augmented Burgers Equation”
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‣ Discretization error  
Finite difference solution of PDE on 
uniform grid

‣ Input error  
Input ~100X coarser than output 
Oversampling introduces high freq.

‣ Mesh refinement studies  
Numerical sources of error ~0.1dB 
(cf. atmospheric variability of ~5 dB) 
But not clearly asymptotic
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Conditions:  
M∞ = 1.6
Altitude = 15.8 km (~52K ft)

Profiles: 
• ISO Standard Atmosphere
• ISO Std. Atm. with 70% humidity
• Hot day, coastal Virginia
• Hot dry day, Edwards AFB

PROPAGATION CASES

37

LM–1021

Wind tunnel model 
from SBPW1 (2014)Conditions:  

M∞ = 1.6
Altitude = 16.7 km (~55K ft)

Lref =  71m (233 ft)

AXIE

Lref = 43m (141 ft)

Profiles: 
• ISO Standard Atmosphere
• ISO Std. Atm. with 70% humidity
• 2 consecutive winter days in 

Green Bay, WI
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BOOM FOOTPRINT
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Free Polar G
raph Paper from

 http://incom
petech.com

/graphpaper/polar/
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Atm # 3 -53° 50°

Atm # 4 -44° 47°
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Std. Atm ±50°

Atm # 1 -74° 57°

Atm # 2 -59° 65°
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AXIE Cutoff Track Width

Std. Atm ±50° 69 km

Atm # 3 -53° 50° 85 km

Atm # 4 -44° 47° 72 km

LM–1021 Cutoff Track Width

Std. Atm ±50° 71 km

Atm # 1 -74° 57° 87 km

Atm # 2 -59° 65° 111 km

Free Polar G
raph Paper from

 http://incom
petech.com

/graphpaper/polar/
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LOUDNESS
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✓ Nearfield Workshop 

✓ Propagation Workshop — sBOOM 

‣ Full Vehicle-to-Boom Simulation Path 

- Propagate nearfield CFD signatures through standard 
atmosphere

- Overall convergence and accuracy

• Conclusions
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III.F. Propagation and Loudness of Nearfield Signatures

For each nearfield case at each azimuth, we propagated the farthest o↵-body, fine-grid nearfield signatures
through a standard atmosphere, using sBOOM. We applied best practices determined in the propagation
portion of the workshop, which will be discussed in Section IV. The sampling frequency was set to 200 kHz
(about 40K points), based on studies of mesh convergence with sBOOM. After propagation, the pl and
asel noise metrics were computed using lcasb. Table 4 shows these metrics for all cases and azimuths.
Interestingly, for all cases, the loudest predicted sonic booms are generally around � = 30�, highlighting the
importance of even moderately large o↵-track angles.

To investigate the sensitivity of noise metrics to the cfd mesh resolution, the propagation and loudness
computations were repeated for nearfield signatures computed on the coarse and medium grids. Each pldB
noise value in Table 4 is accompanied by a number indicating the di↵erence (in dB) between the fine cfd

grid and coarse-grid noise predictions. For all cases, at all azimuths, the maximum change in pl is 1.6 dB
(and usually less than 1 dB).However, we note that in most cases the noise metrics do not yet indicate
asymptotic convergence, even on the jwb case, which we consider to be su�ciently resolved based on both
the adjoint-based error estimates and the independent localized error estimates.

Table 4: Ground noise for all nearfield cases and azimuths, propagated from nearfield signatures at r/L = 5 on fine
cfd meshes. Bold: Loudest azimuth, H and N indicate change from the coarse cfd mesh.

PLdB

Case � = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 78.1 (H0.4 ) — — — — —

II. jwb 79.5 (H0.6 ) 76.5 (H0.7 ) 78.2 (H0.4 ) 82.2 (H1.5 ) 81.6 (H0.1 ) 76.6 (N0.5 )

III. c25f 78.1 (N0.8 ) 80.4 (N0.6 ) 80.1 (H0.1 ) 82.2 (N0.8 ) 80.1 (N0.6 ) 73.3 (0.0 )

IV. c25p 80.4 (H0.5 ) 81.3 (H0.5 ) 78.3 (H0.3 ) 81.4 (H0.6 ) 78.7 (H0.4 ) 73.3 (H1.6 )

dB(A)

� = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 63.7 — — — — —

II. jwb 65.4 62.7 64.4 67.6 67.2 61.8

III. c25f 63.5 66.3 65.9 67.8 65.4 58.7

IV. c25p 66.2 67.4 63.7 66.9 64.4 58.6

III.G. Computational Cost Table 5: Computational cost for nearfield cases. Time includes
all meshing and adaptation. Each o↵-track angle of each case
was solved on its own dual-socket computing node with 28 hard-
ware cores (Intel Xeon E5-2680v4, “Broadwell”) and 128GB of
memory.

Fine mesh cell counts Time Core-hrs

Case per �*
N� sbpw2† per �*

Total

I. axie 26 M ⇥1 56M 1.3 h 36

II. jwb 32 M ⇥6 18M 2.5 h 414

III. c25f 19 M ⇥6 104M 1.5 h 252

IV. c25p 35 M ⇥6 52M 4.5 h 748

*Average across all �, on finest submitted grids
† Control volume count of the finest unstructured, tetrahedral in-
viscid grid provided by the workshop

The mesh sizes and computational re-
sources used are summarized in Table 5.
The total computational cost for all the
submitted cfd simulations was 1450 core-
hours. For each case, all azimuths are
completely independent and were run
in parallel on separate 28-core compute
nodes. Thus, the total wall-clock time for
each case was under five hours. This high-
lights one major advantage of azimuthal
splitting, at least when high-capacity com-
puting resources are available. Using a
single mesh for each carpet would have
taken far longer, both because the paral-
lel scaling would not be as ideal, and also
because we would not be able to take advantage of improved azimuthal mesh alignment and higher stretching.
Roughly half of the total wall-clock time per case is spent on adaptive meshing (including all intermediate
flow and adjoint solves and error estimation), and the other half on the fine-mesh flow solutions.
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III.F. Propagation and Loudness of Nearfield Signatures

For each nearfield case at each azimuth, we propagated the farthest o↵-body, fine-grid nearfield signatures
through a standard atmosphere, using sBOOM. We applied best practices determined in the propagation
portion of the workshop, which will be discussed in Section IV. The sampling frequency was set to 200 kHz
(about 40K points), based on studies of mesh convergence with sBOOM. After propagation, the pl and
asel noise metrics were computed using lcasb. Table 4 shows these metrics for all cases and azimuths.
Interestingly, for all cases, the loudest predicted sonic booms are generally around � = 30�, highlighting the
importance of even moderately large o↵-track angles.

To investigate the sensitivity of noise metrics to the cfd mesh resolution, the propagation and loudness
computations were repeated for nearfield signatures computed on the coarse and medium grids. Each pldB
noise value in Table 4 is accompanied by a number indicating the di↵erence (in dB) between the fine cfd

grid and coarse-grid noise predictions. For all cases, at all azimuths, the maximum change in pl is 1.6 dB
(and usually less than 1 dB).However, we note that in most cases the noise metrics do not yet indicate
asymptotic convergence, even on the jwb case, which we consider to be su�ciently resolved based on both
the adjoint-based error estimates and the independent localized error estimates.

Table 4: Ground noise for all nearfield cases and azimuths, propagated from nearfield signatures at r/L = 5 on fine
cfd meshes. Bold: Loudest azimuth, H and N indicate change from the coarse cfd mesh.

PLdB

Case � = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 78.1 (H0.4 ) — — — — —

II. jwb 79.5 (H0.6 ) 76.5 (H0.7 ) 78.2 (H0.4 ) 82.2 (H1.5 ) 81.6 (H0.1 ) 76.6 (N0.5 )

III. c25f 78.1 (N0.8 ) 80.4 (N0.6 ) 80.1 (H0.1 ) 82.2 (N0.8 ) 80.1 (N0.6 ) 73.3 (0.0 )

IV. c25p 80.4 (H0.5 ) 81.3 (H0.5 ) 78.3 (H0.3 ) 81.4 (H0.6 ) 78.7 (H0.4 ) 73.3 (H1.6 )

dB(A)

� = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 63.7 — — — — —

II. jwb 65.4 62.7 64.4 67.6 67.2 61.8

III. c25f 63.5 66.3 65.9 67.8 65.4 58.7

IV. c25p 66.2 67.4 63.7 66.9 64.4 58.6

III.G. Computational Cost Table 5: Computational cost for nearfield cases. Time includes
all meshing and adaptation. Each o↵-track angle of each case
was solved on its own dual-socket computing node with 28 hard-
ware cores (Intel Xeon E5-2680v4, “Broadwell”) and 128GB of
memory.

Fine mesh cell counts Time Core-hrs

Case per �*
N� sbpw2† per �*

Total

I. axie 26 M ⇥1 56M 1.3 h 36

II. jwb 32 M ⇥6 18M 2.5 h 414

III. c25f 19 M ⇥6 104M 1.5 h 252

IV. c25p 35 M ⇥6 52M 4.5 h 748

*Average across all �, on finest submitted grids
† Control volume count of the finest unstructured, tetrahedral in-
viscid grid provided by the workshop

The mesh sizes and computational re-
sources used are summarized in Table 5.
The total computational cost for all the
submitted cfd simulations was 1450 core-
hours. For each case, all azimuths are
completely independent and were run
in parallel on separate 28-core compute
nodes. Thus, the total wall-clock time for
each case was under five hours. This high-
lights one major advantage of azimuthal
splitting, at least when high-capacity com-
puting resources are available. Using a
single mesh for each carpet would have
taken far longer, both because the paral-
lel scaling would not be as ideal, and also
because we would not be able to take advantage of improved azimuthal mesh alignment and higher stretching.
Roughly half of the total wall-clock time per case is spent on adaptive meshing (including all intermediate
flow and adjoint solves and error estimation), and the other half on the fine-mesh flow solutions.
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Off-track boom is not just 
relevant, but critical!
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A coarser carpet discretization (∆Φ=20°) 
would have under-predicted the worst 
boom by ~3 dB!

Off-track boom is not just 
relevant, but critical!
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∆PLdB from coarse to fine CFD mesh

Perceived loudness (PLdB) 
from r/L=5 on fine CFD mesh

III.F. Propagation and Loudness of Nearfield Signatures

For each nearfield case at each azimuth, we propagated the farthest o↵-body, fine-grid nearfield signatures
through a standard atmosphere, using sBOOM. We applied best practices determined in the propagation
portion of the workshop, which will be discussed in Section IV. The sampling frequency was set to 200 kHz
(about 40K points), based on studies of mesh convergence with sBOOM. After propagation, the pl and
asel noise metrics were computed using lcasb. Table 4 shows these metrics for all cases and azimuths.
Interestingly, for all cases, the loudest predicted sonic booms are generally around � = 30�, highlighting the
importance of even moderately large o↵-track angles.

To investigate the sensitivity of noise metrics to the cfd mesh resolution, the propagation and loudness
computations were repeated for nearfield signatures computed on the coarse and medium grids. Each pldB
noise value in Table 4 is accompanied by a number indicating the di↵erence (in dB) between the fine cfd

grid and coarse-grid noise predictions. For all cases, at all azimuths, the maximum change in pl is 1.6 dB
(and usually less than 1 dB).However, we note that in most cases the noise metrics do not yet indicate
asymptotic convergence, even on the jwb case, which we consider to be su�ciently resolved based on both
the adjoint-based error estimates and the independent localized error estimates.

Table 4: Ground noise for all nearfield cases and azimuths, propagated from nearfield signatures at r/L = 5 on fine
cfd meshes. Bold: Loudest azimuth, H and N indicate change from the coarse cfd mesh.

PLdB

Case � = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 78.1 (H0.4 ) — — — — —

II. jwb 79.5 (H0.6 ) 76.5 (H0.7 ) 78.2 (H0.4 ) 82.2 (H1.5 ) 81.6 (H0.1 ) 76.6 (N0.5 )

III. c25f 78.1 (N0.8 ) 80.4 (N0.6 ) 80.1 (H0.1 ) 82.2 (N0.8 ) 80.1 (N0.6 ) 73.3 (0.0 )

IV. c25p 80.4 (H0.5 ) 81.3 (H0.5 ) 78.3 (H0.3 ) 81.4 (H0.6 ) 78.7 (H0.4 ) 73.3 (H1.6 )

dB(A)

� = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 63.7 — — — — —

II. jwb 65.4 62.7 64.4 67.6 67.2 61.8

III. c25f 63.5 66.3 65.9 67.8 65.4 58.7

IV. c25p 66.2 67.4 63.7 66.9 64.4 58.6

III.G. Computational Cost Table 5: Computational cost for nearfield cases. Time includes
all meshing and adaptation. Each o↵-track angle of each case
was solved on its own dual-socket computing node with 28 hard-
ware cores (Intel Xeon E5-2680v4, “Broadwell”) and 128GB of
memory.

Fine mesh cell counts Time Core-hrs

Case per �*
N� sbpw2† per �*

Total

I. axie 26 M ⇥1 56M 1.3 h 36

II. jwb 32 M ⇥6 18M 2.5 h 414

III. c25f 19 M ⇥6 104M 1.5 h 252

IV. c25p 35 M ⇥6 52M 4.5 h 748

*Average across all �, on finest submitted grids
† Control volume count of the finest unstructured, tetrahedral in-
viscid grid provided by the workshop

The mesh sizes and computational re-
sources used are summarized in Table 5.
The total computational cost for all the
submitted cfd simulations was 1450 core-
hours. For each case, all azimuths are
completely independent and were run
in parallel on separate 28-core compute
nodes. Thus, the total wall-clock time for
each case was under five hours. This high-
lights one major advantage of azimuthal
splitting, at least when high-capacity com-
puting resources are available. Using a
single mesh for each carpet would have
taken far longer, both because the paral-
lel scaling would not be as ideal, and also
because we would not be able to take advantage of improved azimuthal mesh alignment and higher stretching.
Roughly half of the total wall-clock time per case is spent on adaptive meshing (including all intermediate
flow and adjoint solves and error estimation), and the other half on the fine-mesh flow solutions.
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‣ Typically <1 dB change from coarse to fine CFD mesh (max 1.6 dB)
‣ Most do not demonstrate asymptotic convergence.
‣ Summary results indicate similar behavior across many codes

∆PLdB from coarse to fine CFD mesh

Perceived loudness (PLdB) 
from r/L=5 on fine CFD mesh

III.F. Propagation and Loudness of Nearfield Signatures

For each nearfield case at each azimuth, we propagated the farthest o↵-body, fine-grid nearfield signatures
through a standard atmosphere, using sBOOM. We applied best practices determined in the propagation
portion of the workshop, which will be discussed in Section IV. The sampling frequency was set to 200 kHz
(about 40K points), based on studies of mesh convergence with sBOOM. After propagation, the pl and
asel noise metrics were computed using lcasb. Table 4 shows these metrics for all cases and azimuths.
Interestingly, for all cases, the loudest predicted sonic booms are generally around � = 30�, highlighting the
importance of even moderately large o↵-track angles.

To investigate the sensitivity of noise metrics to the cfd mesh resolution, the propagation and loudness
computations were repeated for nearfield signatures computed on the coarse and medium grids. Each pldB
noise value in Table 4 is accompanied by a number indicating the di↵erence (in dB) between the fine cfd

grid and coarse-grid noise predictions. For all cases, at all azimuths, the maximum change in pl is 1.6 dB
(and usually less than 1 dB).However, we note that in most cases the noise metrics do not yet indicate
asymptotic convergence, even on the jwb case, which we consider to be su�ciently resolved based on both
the adjoint-based error estimates and the independent localized error estimates.

Table 4: Ground noise for all nearfield cases and azimuths, propagated from nearfield signatures at r/L = 5 on fine
cfd meshes. Bold: Loudest azimuth, H and N indicate change from the coarse cfd mesh.

PLdB

Case � = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 78.1 (H0.4 ) — — — — —

II. jwb 79.5 (H0.6 ) 76.5 (H0.7 ) 78.2 (H0.4 ) 82.2 (H1.5 ) 81.6 (H0.1 ) 76.6 (N0.5 )

III. c25f 78.1 (N0.8 ) 80.4 (N0.6 ) 80.1 (H0.1 ) 82.2 (N0.8 ) 80.1 (N0.6 ) 73.3 (0.0 )

IV. c25p 80.4 (H0.5 ) 81.3 (H0.5 ) 78.3 (H0.3 ) 81.4 (H0.6 ) 78.7 (H0.4 ) 73.3 (H1.6 )

dB(A)

� = 0� � = 10� � = 20� � = 30� � = 40� � = 50�

I. axie 63.7 — — — — —

II. jwb 65.4 62.7 64.4 67.6 67.2 61.8

III. c25f 63.5 66.3 65.9 67.8 65.4 58.7

IV. c25p 66.2 67.4 63.7 66.9 64.4 58.6

III.G. Computational Cost Table 5: Computational cost for nearfield cases. Time includes
all meshing and adaptation. Each o↵-track angle of each case
was solved on its own dual-socket computing node with 28 hard-
ware cores (Intel Xeon E5-2680v4, “Broadwell”) and 128GB of
memory.

Fine mesh cell counts Time Core-hrs

Case per �*
N� sbpw2† per �*

Total

I. axie 26 M ⇥1 56M 1.3 h 36

II. jwb 32 M ⇥6 18M 2.5 h 414

III. c25f 19 M ⇥6 104M 1.5 h 252

IV. c25p 35 M ⇥6 52M 4.5 h 748

*Average across all �, on finest submitted grids
† Control volume count of the finest unstructured, tetrahedral in-
viscid grid provided by the workshop

The mesh sizes and computational re-
sources used are summarized in Table 5.
The total computational cost for all the
submitted cfd simulations was 1450 core-
hours. For each case, all azimuths are
completely independent and were run
in parallel on separate 28-core compute
nodes. Thus, the total wall-clock time for
each case was under five hours. This high-
lights one major advantage of azimuthal
splitting, at least when high-capacity com-
puting resources are available. Using a
single mesh for each carpet would have
taken far longer, both because the paral-
lel scaling would not be as ideal, and also
because we would not be able to take advantage of improved azimuthal mesh alignment and higher stretching.
Roughly half of the total wall-clock time per case is spent on adaptive meshing (including all intermediate
flow and adjoint solves and error estimation), and the other half on the fine-mesh flow solutions.
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located at specified distances and azimuths from the body. At each extraction location, we add a term
comprised of a weighted integration of squared-pressure along the sensor:

Jr =

Z L

0

w(`)

✓
p(`) � p1

p1

◆2

d` (3)

The local weight profile along the sensor, w(`), allows di↵erent segments of the signature to be emphasized
or de-emphasized. All sensor functionals are then linearly combined into a scalar adaptation functional:

J =
X

r

wrJr (4)

Although a significant portion of the mesh refinement required by closer sensors overlaps with regions also
needed for farther sensors (which is why it is worthwhile to compute them with a single mesh), this overlap
is not complete. To accurately resolve signatures at closer distances, they must appear explicitly in the
adaptation functional. Note that because we split the o↵-track angles into separate meshes, there is no need
for azimuthal weighting.

Our investigations indicate that the computed signatures are not excessively sensitive to the adaptation
weights w(`) and wr. In many cases, however, custom weighting can be beneficial, although it is challenging
to do so in a principled manner. The specific weights used for each case in sbpw2 are based on experience,
not on formal optimality, but we use a few principles, which are summarized below.
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Figure 5: Top: Fine-mesh signatures at two distances for the axie

case. Bottom: Local unweighted contributions per unit length to the
adaptation functional

Weights can serve at least three dis-
tinct purposes. One is to balance the rel-
ative magnitude of each term. Due to
the form of Equation (3), regions with a
locally greater magnitude of p � p1 con-
tribute more to the functional. Figure 5
shows how the natural 1/

p
r decay in pres-

sure magnitude greatly reduces the contri-
bution of farther o↵-body sensors to the
total. To counteract this, we typically set
wr proportionally higher for farther sen-
sors. Similarly, near the front of each sig-
nature, the thin nose generates very small
pressure variations, which leads to those
regions being naturally de-emphasized in
the functional. To help capture the initial
pressure rise we often apply larger weights
w(`) near the beginning of each sensor.

A second purpose of weights is to
assign a relative “importance” to each
sensor and each location along the sen-
sor. For example, for the workshop
cases, we generally weight farther sensors
about 10⇥ stronger than the nearest ones
(i.e. even more than the 1/r correction),
to reflect the view that the farthest o↵-
body signatures are more appropriate in-
puts for propagating to the ground. This
approach is necessarily subjective. The integrated functionals Jr have little direct engineering significance,
and are only weakly correlated with the presence and sharpness of pressure fluctuations, and poorly correlated
with ground noise.

Finally, weights can help accelerate the mesh adaptation process. By encoding information based on prior
experience with a particular problem, the user may avoid a sometimes lengthy discovery process whereby
certain physical features are not discovered until much finer meshes. We often apply this type of weighting
to thin geometry regions (e.g. the nose) to more quickly resolve the vehicle shape.
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surrogate for loudnessCFD functional
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FUTURE WORK

48

‣ Improving CFD/Propagation Coupling 
‣ Better understanding the CFD meshing requirements
‣ Using noise sensitivities to guide CFD mesh adaptation 

(direct adaptation to noise vs. surrogate functionals)
‣ Better interpolation/transfer of signatures

‣ Physics 
‣ Wake unsteadiness
‣ Maneuver, elastic effects, control surfaces
‣ Propagation — secondary booms, reflections
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HIGHLIGHTS
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Nearfield with Cart3D
‣ Improved efficiency by carpet splitting, 

azimuthal alignment, and stretching
‣ Method for assessing local signature mesh 

convergence [scripts available]
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HIGHLIGHTS
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Nearfield with Cart3D
‣ Improved efficiency by carpet splitting, 

azimuthal alignment, and stretching
‣ Method for assessing local signature mesh 

convergence [scripts available]

Propagation with sBOOM
‣ Major atmospheric variability: 2-5 dB 

typical, 10-20 dB in extreme cases.
‣ With cross-wind, 75° off-track can hit 

ground, track widths widen by 50% 

Full Boom Simulation Path 
‣ Need to better understand asymptotic 

convergence of noise

Free Polar G
raph Paper from

 http://incom
petech.com

/graphpaper/polar/
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